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Ethical and regulatory challenges of large language models 
in medicine
Jasmine Chiat Ling Ong*, Shelley Yin-Hsi Chang*, Wasswa William, Atul J Butte, Nigam H Shah, Lita Sui Tjien Chew, Nan Liu, Finale Doshi-Velez, 
Wei Lu, Julian Savulescu, Daniel Shu Wei Ting

With the rapid growth of interest in and use of large language models (LLMs) across various industries, we are facing 
some crucial and profound ethical concerns, especially in the medical field. The unique technical architecture and 
purported emergent abilities of LLMs differentiate them substantially from other artificial intelligence (AI) models 
and natural language processing techniques used, necessitating a nuanced understanding of LLM ethics. In this 
Viewpoint, we highlight ethical concerns stemming from the perspectives of users, developers, and regulators, 
notably focusing on data privacy and rights of use, data provenance, intellectual property contamination, and broad 
applications and plasticity of LLMs. A comprehensive framework and mitigating strategies will be imperative for the 
responsible integration of LLMs into medical practice, ensuring alignment with ethical principles and safeguarding 
against potential societal risks.

Introduction
In the wake of ChatGPT’s public release, over a thousand 
prominent computer scientists and technology industry 
experts, including Elon Musk and Steve Wozniak, took 
the unprecedented step of signing a letter calling for an 
immediate 6-month pause on AI. They argued that the 
current trajectory of generative AI development had 
spiralled “out-of-control”, posing “profound risks to 
society”.1 Despite objections, the medical fraternity cont-
inued the pursuit of scaling-up generative AI research 
and integration into medicine. Archetypal discussions on 
AI ethics in medicine revolves around poor model 
accuracy for users not represented in the training data, 
transparency of models and model-building, 
accountability for model output, potential model bias, 
and risk for privacy and confidentiality breaches.2,3 
However, these concerns fail to fully capture distinctive 
concerns posed by LLMs. 

In this context, we find ourselves in a situation that 
mirrors the classic Collingridge dilemma: “Attempting to 
control a technology is difficult…because during its early 
stages, when it can be controlled, not enough can be 
known about its harmful social consequences to warrant 
controlling its development; but by the time these 
consequences are apparent, control has become costly 
and slow.”4 This dilemma can be viewed as a problem of 
pacing—although technology development advances 
rapidly, governance and regulation lags behind. To 
effectively regulate LLMs, grasping the fundamental 
ethical issues inherent in their design and use is crucial. 
1 year after the release of ChatGPT, we now have a better 
understanding of the limitations and risks the technology 
poses. LLMs differ substantially from AI-based tech-
nologies that are already regulated, creating unique 
regulatory hurdles: (1) data privacy and rights of use 
associated with training on massive datasets sourced 
from the internet;5,6 (2) data provenance, intellectual 
property contamination, and the uncertainty about the 
data derivatives that could hamper the accuracy of output; 
and (3) the so-called plastic nature of LLMs that allows 

for dynamic learning and evolution of LLM applications 
based on user inputs and changing clinical contexts 
(table). The broad use of LLM-based models across 
different industries limit the utility of a single governing 
framework. Identification and audit of the societal risks 
posed by LLM-based models becomes challenging 
because the precise mechanisms of their tuning or 
modifications remain opaque.7 In this Viewpoint, we 
discuss these important peculiarities to position LLMs in 
the large literature on the ethics of AI. 

Data privacy and data rights of use
The development and deployment of LLM models 
challenge the boundaries of data privacy regulations. 
When identifiable patient data are used during training, 
there is potential risk that these models inadvertently 
memorise and disclose sensitive information in the 
absence of proper security measures. The use of patient 
information for LLM pre-training without obtaining 
explicit informed consent contravenes rights-of-data 
policies.8 In addition, data breach of sensitive patient 
information can occur after adversarial attacks,7 and the 
re-identification of even anonymised medical data is now 
possible with few spatiotemporal datapoints.9

A greater effort is needed to enhance data privacy and 
security of LLM-based models. Clinical LLM models 
trained with patient information should undergo rigo-
rous cross-examination before implementation10 as 
a form of penetration test. Cybersecurity measures, such 
as the use of pseudonyms implementing differential 
privacy techniques, could be used to counteract the risks 
of malicious attacks and data poisoning through 
deliberate adversarial prompting. Preliminary studies 
have suggested that LLMs can be taught to shield or 
protect specific categories of personal information under 
simulated scenarios.11 What is currently absent are 
benchmark approaches that effectively measure the 
balance between privacy and the utility of LLMs. This 
benchmarking would help in evaluating the models’ 
ability to maintain confidentiality while still delivering 
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valuable outputs in a controlled environment. In 
addition, such benchmarking and evaluation tools will 
need to take on a multimodal approach, given that a 
multimodal LLM capable of integrating different inputs 
of text, images, and audio is fast gaining traction in 
medical applications.12 

Moving forward, data protection regulations and 
guidance will need to take on a more pragmatic approach 
to avoid placing a hard stop on LLM development and 
implementation. For example, the use of a tiered 
approach based on classification of training and input 
data: public, internal (eg, non-patient data, information, 
or intellectual property for which there are proprietary 
interest or contractual obligations), confidential (eg, de-
identified or anonymised patient data), and restricted 
data (eg, identifiable patient data). Data security and 
information technology infrastructural requirements 
will differ between different data risk categories (eg, air-
gap environment for high-risk tiers). Patients should 
provide broad informed consent to share data, and 
should be proactively educated on rights of data, such as 
right to access, right to erasure, and right to limit data 
processing. However, in the event whereby the 
classification of training data is unclear because of an 
absence of transparency, regulators will need to weigh 
between the potential risks of data breach and the 
benefits that the LLM-based model can bring to the 
general population. 

Data provenance and intellectual property 
contamination
The provenance of data refers to the origins, custody, and 
ownership of the information used to train these models. 
When LLMs ingest massive amounts of data from 
various sources, some of this content might be used 
without proper licensing despite being protected by 
intellectual property laws. Additionally, users might 
inadvertently prompt these models with references to 
copyrighted or trademarked works, raising questions 
about the legality and ethics of generating outputs 
derived from copyrighted or patented inputs. Regulatory 

rules can be implemented to restrict LLM training on 
appropriately licensed datasets, but this poses risk to the 
development, refinement, and maturation of technical 
standards. 

We encourage developers to maintain transparency 
when describing the training datasets used in developing 
LLM-based models when possible, including the source, 
quantity, and diversity of data.13 One of the key factors 
contributing to the accuracy of LLMs is their large-scale 
pre-training on vast amounts of text data from diverse 
sources. However, the accuracy can also be influenced by 
biases present in the training data, the quality of the 
input data, and the inherent limitations of the model 
architecture. Unlike other AI models, common tech-
niques used to mitigate AI model bias, such as data 
resampling, prejudice removal, or subgroup modelling, 
cannot be easily adopted for LLM-based models. There is 
an absence of robust quantification on the amplification 
effect of model bias when building fine-tuned models on 
general-purpose ones. Water marking techniques seek to 
address concerns over originality and ownership 
through embedding a mark into AI-generated content 
before its release,14 albeit the robustness of such 
techniques has been challenged. Work is underway to 
evaluate feasibility of unlearning in LLMs15 to enable 
models to be updated to comply with updated legislation 
and data protection standards. The techniques present 
as potential stop-gap measures. However, to compre-
hensively address this issue, we will most likely need a 
paradigm shift in current market structures, incen-
tivisation, and reimbursement strategies for LLM-based 
models or LLM-incorporated medical devices. Segal and 
colleagues16 proposed a decentralised or blockchain-
based, token economy-based market for medical 
research and publishing. Purported benefits of this 
blockchain-based platform include data and workflow 
transparency, immutability of original work, the 
minimisation of fraud, and incentivisation of reviewers 
through token payments. Such endeavours need 
prospective research and review to evaluate the feasibility 
of scaling.

Developers and LLM researchers Regulators and governance bodies

Data privacy and data rights of 
use

Have a greater focus on: the cross examination of LLM-based models for risk of data 
breach; penetration tests for adversarial attacks; the development of benchmarks to 
evaluate the privacy vs utility trade-off; and validation frameworks for multimodal LLM 
evaluation 

Use a pragmatic, tiered approach to regulation based on the 
sensitivity of data used in training and inputs into LLM; evaluate 
data security measures required in accordance with data risk 
category

Data provenance and 
contamination of intellectual 
property 

Promote transparency in training datasets used, including source, quality, and quantity; 
conduct conceptualisation, testbed, and prospective reviews of new market structures 

A generative AI take on fair use doctrine

Broad applications and 
plasticity of LLMs

Develop benchmarking frameworks and risk-assessment methodologies (eg, quality 
improvement and failure modes and effects analysis): highlight high-risk areas of harm, 
including quantification of hallucinations, reproducibility of output, and bias; enforce 
prospective and continuous stewardship

Create sandbox environments, taking on an iterative approach to 
the development of regulatory guidance on the basis of new 
knowledge 

Users and consumers (ie, the clinicians and their patients) must be familiarised with the rights of data (ie, right of access, right to rectification, right to erasure, right to restrict processing, right to data portability, 
right to object, right to not be subject to decisions based solely on automated processing). LLM=large language model. 

Table: Ethical concerns relating to framework and mitigating strategies for responsible development and use of LLMs in medicine
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The fair use doctrine is a legal framework promoting 
freedom of expression through permitting unlicensed 
use of copyright-protected works under specific circum-
stances.17 Regulators can apply principles of the fair use 
doctrine for generative AI-based models developed for 
medical uses (panel). 

Broad applications and plasticity of LLMs
The potential applications of LLMs in medicine can be 
broad ranging and heterogeneous. LLMs facilitate 
research by summarising texts and extracting key points 
from published literature, enhance medical education 
through data synthesis and interactive learning, and 
improve clinical tasks by streamlining administrative 
efforts and supporting decision making.2 The industry is 
exploring the performance of medical chatbots in 
assisting patient care, counselling, expressing empathy, 
and providing information about health recom-
mendations. These broad and varied applications of 
LLMs in medicine mean that a single governing 
framework for their use is impractical. In addition, the 
plastic nature of LLMs allows for dynamic learning and 
continuous evolution based on user inputs and changing 
clinical contexts. Much like neuroplasticity of the human 
brain,21 LLMs are capable of changing characteristics of 
its response to stimuli, such as different prompting 
strategies or different fine-tuning data inputs. Drawing 
parallels to human neuroplasticity, structural or 
functional changes to LLMs can be positive (eg, enhanced 
personalisation of response through active reinforcement 
learning) or negative (eg, through propagation of 
inherent bias and so-called AI hallucinations). The 
identification and audit of the societal risks posed 
by LLM-based models becomes challenging as the 
precise mechanisms of their tuning or modifications 
remain opaque—known as the black-box nature 
of LLMs.22 

There is an urgent need to develop robust frameworks 
for evaluating LLM-based models for medicine to 
mitigate the risks discussed in this Viewpoint. Such 
a framework can incorporate clear assessment metho-
dologies before implementation, such as quality 
improvement23 and failure modes and effects analysis,24 
to identify and mitigate potential risks and harms. The 
evaluation of LLM-based models for medicine in areas of 
high risk is of utmost importance: the propagation of 
bias or discrimination, the quantification and reduction 
of AI hallucinations, and the reproducibility of the model 
outputs. Tech niques such as retrieval-augmented 
generation can help in minimising harm and bolstering 
the self-consistency of responses by cross-referencing 
with reliable data sources.25 Bias evaluation is another 
crucial aspect, whereby assessment checklists and 
benchmarking frameworks are applicable. In one study, 
published as a preprint, authors developed a generative 
AI assessment checklist specific to models developed for 
medical indications.26 Continuous stewardship after 

deployment is essential to address any emergent biases 
or model drifts.27 Regulatory bodies can take on a 
proactive role through the creation of sandbox environ-
ments to allow exploration, inte raction, and evaluation of 
LLM-based applications without compromising on 
security and can mitigate risks to patient safety.28,29

Conclusion
The rapid advancement of LLMs in the medical field has 
ushered in a new era of technological capabilities along-
side complex ethical and regulatory considerations. Such 
challenges are unique to LLM-based models as opposed 
to conventional machine-learning or deep-learning-based 
models. Developers and regulatory bodies need to work 
in tandem to encompass the multifaceted nature 
of LLMs, ensuring data protection without stifling 
innovation. As we navigate these challenges, a balanced 

Panel: Fair use doctrine principles

When evaluating fair use, the fair use doctrine calls for:

(1) Purpose and character of use
Describes the intended use of original material, whether for 
commercial or not-for-profit use. Highly transformative 
applications that repurpose the use of the material and 
cannot be substituted by the original work. Generalist LLMs, 
such as ChatGPT, are trained on highly diverse datasets,18 
much of which is probably for non-medical intents. LLM-
based medical applications with clearly defined attributes 
might hence be considered as transformative solutions, work 
that is largely repurposed from its original material. 

(2) Nature of the original work
The use of a creative or imaginative work, such as novels or 
movies, is less likely to support a claim of fair use than the use 
of factual work. Although creative industries such as art and 
music encourage imagination and originality, the practice of 
medicine thrives upon an evidence-based approach grounded 
on factual information that is more likely to be considered 
fair use. 

(3) Amount and substantiality of original material used
The black-box nature of LLMs (ie, the input and output is 
known to users, but the internal mechanisms remain 
unknown) render this evaluation highly challenging. 
Uncertainty over data derivatives and data provenance pose a 
barrier to accurate quantification of original material used. 
Foundation models pre-trained on clinical information19 
present with a clearer definition on data lineage.

(4) Effect of use upon the potential market for, or value of, 
copyrighted work 
The extent to which unlicensed use of the original work 
harms the existing or future market for copyrighted owners’ 
original work. LLM-based applications that are developed for 
specific medical purposes might be regulated as medical 
devices.20 
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approach that fosters innovation while upholding ethical 
standards will be essential for the responsible integration 
of LLMs into medical practice.
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